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Topics

• Numpy/Scipy

– Linear Algebra

– Functional Analysis

• Purpose

– Understand basics of data science tools



https://docs.scipy.org/doc/numpy/reference/routines.linalg.html


Vectors

• Physics

• Computer science

• Mathematics
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Linear Combination of Vectors
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Linear Equation



Linear Equations Example

• You run 0.2 km every minute. 

• The horse runs 0.5 km every minute, but it takes 6 minutes to 
saddle the horse. 
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Linear Systems of Equations
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Geometric Interpretation

b

x



Geometric Interpretation

b

x

A



Example Transformations



Example Transformations 𝑆 =
𝑥 0
0 𝑦



Example Transformations

𝑅 =
cos(𝜃) −sin(𝜃)
sin(𝜃 cos(𝜃)

𝜃
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Ax = b?

• A-1A x = A-1b 

• x = A-1b
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http://docs.scipy.org/doc/numpy/reference/generated/numpy.linalg.inv.html
http://docs.scipy.org/doc/numpy/reference/generated/numpy.linalg.inv.html


Measuring the area changes of transformations

1 0
0 1

→ area 1



Measuring the area changes of transformations

1 0
0 1

→ area 1
2 0
0 1.5



Measuring the area changes of transformations

1 0
0 1

→ area 1
2 0
0 1.5



Measuring the area changes of transformations

1 0
0 1

→ area 1
2 0
0 1.5

→ area 3



Measuring the area changes of transformations

1 0
0 1

→ area 1
1 1
0 1

→ area 1



Measuring the area changes of transformations

1 0
0 1

→ area 1
1 1
0 1

→ area 1

This is the “determinant” of a matrix



http://docs.scipy.org/doc/numpy-1.10.1/reference/generated/numpy.linalg.det.html
http://docs.scipy.org/doc/numpy-1.10.1/reference/generated/numpy.linalg.det.html


Eigenvalues and Eigenvectors
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Eigenvalues and Eigenvectors

1 0
0 1

→ area 1
1 1
0 1

→ area 1

did not change



Eigenvalues and Eigenvectors

𝐴𝑣 = 𝜆𝑣

Eigenvector

Eigenvalue



Wartosci i wektory wlasne

http://docs.scipy.org/doc/numpy/reference/generated/numpy.linalg.eig.html
http://docs.scipy.org/doc/numpy/reference/generated/numpy.linalg.eig.html




Matrix Rank Example

• If we know that
• 2 apples and 3 bananas cost $7
• 3 apples and 3 bananas cost $9

• Then we can figure out the extra apple must cost $2, and so the bananas 
costs $1 each. There are 2 variables and the rank is also 2.

• But if we only know that
• 2 apples and 3 bananas cost $7
• 4 apples and 6 bananas cost $14

• We can't go any further because the second row of data is just twice the 
first and gives us no new information. There are 2 variables and the rank is 
only 1.
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Conditioning

• If a matrix has full rank there exists a solution.

• But there could be an approximate solution due to errors 
induced by floating point arithmetic.

• Conditioning number measures how well a given matrix A is 
conditioned





Solving Linear Systems

• Direct methods

– Transforms the equations into equivalent equations that have the 
same solution but are easier to solve

• Iterative methods

– Start with an initial result near the solution and iteratively improve it 

– Usually, they are slower but have advantages if matrices are very big 
or sparse



Direct Methods

• Gauss elimination

• LU decomposition

• Gauss-Jordan elimination





http://www.netlib.org/lapack/lug/node37.html#seccomp

http://docs.scipy.org/doc/numpy-1.10.1/reference/generated/numpy.linalg.solve.html
http://docs.scipy.org/doc/numpy-1.10.1/reference/generated/numpy.linalg.solve.html
http://www.netlib.org/lapack/lug/node37.html#seccomp


Iterative Methods

• Gauss-Seidel

• Jacobi

• Huge literature on this topic





Solving Linear Systems of Equations

• n = m: can have an exact solution

• n < m: mniej równań nisz niewiadomych

• m > n: więcej równań nisz niewiadomych



Solving Linear Systems of Equations

• n = m: can have an exact solution

• n < m: less equations than unknowns?

• m > n: more equations than unknowns?
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2 Equations 3 Unknowns
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Approximation?

Best approximation



Least-squares

Best approximation

Minimize the squared 
error



http://docs.scipy.org/doc/numpy/reference/generated/numpy.linalg.lstsq.html


Matrix Transposition A → A.T





Root finding: : f(x) = 0

• 𝑖𝑓 𝑓 𝑥 = 𝑎𝑥2 + 𝑏𝑥 + 𝑐 𝑡ℎ𝑒𝑛:

𝑥1,2 =
−𝑏 ± 𝑏2 − 4𝑎𝑐

2𝑎

• For many functions an analytical solution cannot be found



Bisection method

• Find points a and b such that f(a)f(b) < 0

• Calculate c = (a+b)/2, if b-c < ε: end

• If f(a)f(c) < 0 : b = c, else: a = c
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Taylor Series

Taylors theorem: there exists b∈[x,a], such that

𝑓 𝑥 =
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Taylor series → Newton’s method

• 𝑓(𝑧) = 𝑓(𝑥0) + (𝑧 − 𝑥0)𝑓′(𝑥0) +
1

2
𝑧 − 𝑥0

2𝑓′′(𝑐0)

• Because 𝑓(𝑧) = 0 assuming that 𝑧 − 𝑥0 is small we 
approximate: 

0 ≈ 𝑓(𝑥0) + (𝑧 − 𝑥0)𝑓′(𝑥0)

which results in: 𝑧 ≈ 𝑥0−
𝑓(𝑥0)

𝑓′(𝑥0)
≡ 𝑥1



Newton’s method

Iteration:

𝑥𝑛+1 = 𝑥𝑛−
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)



Newton’s method
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Scipy.optimize

https://docs.scipy.org/doc/scipy/reference/optimize.html#root-finding


Exercise

• Visualize the following system of equations as a 2D plot: 

• What can you observe?

• Compute the rank and conditioning number of matrix A which 
expresses the system of equations.

• Solve the system of equations and give the LU decomposition of 
matrix A. You can verify the correctness of your solution with the 
graph you have drawn – is this always possible?



Exercise

• Add another equation 5x2 = 18 to the system of equations of 
the previous exercise and visualize it on the plot.

• Does a solution exist? 

• Compute/approximate the solution by minimizing the squared 
error and draw it as a point on the plot.



Exercise

• Create 10 random 2D data points (x, y) as a single ndarray in the range of 0 to 10.
Add to each x and y value of a point a number between 0 and 10 in such a way 
that the first point is not increased but the last point is increased by 9 and the 
remaining number in an increasing sequence (use arrange from nupy). Scale 
each point by 3 units in x-direction. Then rotate each point around the origin by 
45 degrees. Create the Vandermonde matrix A of polynomials of 1st order for the 
data sample x (just the first polynomial, the matrix will have 2 columns). 
Compute the least squares approximation of the linear system Ax = y. Visualize 
the data as points x,y and draw the solution of the approximation (the solution is 
a straight line).

• Read the documentation of the numpy.polyfit function. Redo the approximation 
using polyfit for 1st and 2nd orders.



Vandermonde Matrix



Exercise

• Plot the conditioning number as a function of p for the 
following linear system (p ϵ [0.9, 1.1]):

Interpret the result of your numerical analysis.



Exercise

• Download the file solve.npz which contains arrays of the linear 
system Ax=b. Compute the vector x which solves this linear 
system or give the best approximation if there is none such 
vector.

https://wp.faculty.wmi.amu.edu.pl/solve.npz


Vectorizing Functions

def sinc(x): 

if x == 0.0:

return 1.0

else:

w = pi*x

return sin(w) / w

# attempt

>>> x = array((1.3, 1.5))

>>> sinc(x)

ValueError: The truth value of an array with 

more than one element is ambiguous. Use 

a.any() or a.all()

>>> x = r_[-5:5:100j]

>>> y = vsinc(x)

>>> plot(x, y)

>>> from numpy import vectorize

>>> vsinc = vectorize(sinc)

>>> vsinc(x)

array([-0.1981, -0.2122])

>>> x2 = linspace(-5, 5, 101)

>>> plot(x2, sinc(x2))

SOLUTIONSCALAR SINC FUNCTION


